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EDITORIAL PREFACE

In his essay on ‘Broad on Induction and Probability’ (first published in
1959, reprinted in this volume), Professor G.H. von Wright writes: “If
Broad’s writings on induction have remained less known than some of
his other contributions to philosophy..., ore reason for this is that Broad
never has published a book on the subject. It is very much to be hoped
that, for the benefit of future students, Broad’s chief papers on induction
and probability will be collected in a single volume....”

The pfesent volume attempts to perform this service to future students
of induction and probability. The suggestion of publishing a volume of
this kind in Synthese Library was first made by Professor Donald
Davidson, one of the editors of the Library, and was partly prompted by
Professor von Wright’s statement. In carrying out this suggestion, the
editors of Synthese Library have had the generous support of Professor
Broad who has among other things supplied a new Addendum to ‘The
Principles of Problematic Induction’ and corrected a number of misprints
found in the first printings of this paper. The editors gratefully acknow-
ledge Professor Broad’s help and encouragement.

A bibliography of Professor Broad’s writings (up to 1959) has been
compiled by Dr.C. Lewy and has appeared in P. A. Schilpp, editor, The
Philosophy of C.D. Broad (The Library of Living Philosophers), pp.
833-852. A brief list of Broad’s writings on induction and probability
is found in Professor von Wright’s article (pp. 228-229 infra). As can be
seen from a comparison between this list and the table of contents of the
present volume, all Broad’s systematic papers on induction and probabil-
ity are reprinted here.

In addition to them, Professor Broad has published in Mind a series
of important critical notices or review articles in this area. In the words of
Professor von Wright, these “may be said to constitute a running com-
mentary on the developments in inductive logic from the appearance of
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EDITORIAL PREFACE

Keynes’ Treatise in 1921 to Kneale’s Probability and Induction in 1949.”
These review articles contain many highly interesting comments on and
proposals for further development of the ideas put forward in the work
to be reviewed. Because of their interest, substantial parts of these review
articles are reprinted in the present volume. The omitted parts consist
mainly of Broad’s summaries of parts of the books under review. Master-
ful as these summaries are, it did not seem motivated to reprint all of them
here in view of the ready accessibility of these books themselves. However,
Broad’s Critical Notices of Keynes, von Mises and Kneale are reprinted
here almost entirely unabridged. In fact, the omitted parts are very brief,
mainly such as have been made out of date by subsequent developments.
In the case of Broad’s three-part review. article of G.H. von Wright’s
The Logical Problem of Induction, the review dealt with the first edition
of a work which has since been substantially revised, in some cases
apparently because of Broad’s comments. This seemed to motivate the
exclusion of this review article. The only other essay by Professor Broad
on induction and probability of which no part is reprinted here is the
famous essay The Philosophy of Francis Bacon, which was published as a
separate pamphlet by Cambridge University Press in 1936. It has been
reprinted in a collection of Professor Broad’s papers entitled Ethics and
the History of Philosophy (Routledge and Kegan Paul, London, 1952),
and is therefore easily available.

Neither Professor Broad nor his philosophical work needs a special
introduction. An interested reader will find a good starting point in the
volume on Broad in the Library of Living Philosophers which was men-
tioned above. Broad’s views on induction and probability are discussed in
some detail by G.H. von Wright in the paper ‘Broad on Induction and
Probability” which has already been referred to and which is reprinted in
this volume. It is given additional interest by Broad’s own comments on it
which were published as a part of Broad’s ‘Reply to my Critics’ in P. A.
Schilpp, editor, The Philosophy of C.D. Broad, pp. T45-764. These
comments are reproduced in the present volume, together with some
comments by Professor Broad on the other papers in the Schilpp volume.

All the papers are reprinted here with the appropriate permission, in
the case of the material from the Schilpp volume by courtesy of The
Open Court Publishing Company, in the case of the papers ‘The Principles
of Problematic Induction’ (Proc. of the Aristotelian Society, N.S. 28
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(1927-28) 1-46), and ‘Mechanical and Teleological Causation’ (ibid.,
Supplementary Volume 14 (1935) 83-112) by courtesy of the Editor of
the Proceedings of The Aristotelian Society, and in the case of all the
other material by courtesy of the Editor of Mind. It is understood that
the International Copyrights to these different papers are not affected
by their being reprinted here.

No substantive changes are made in any of the papers. Misprints have
been corrected, some bibliographical references have been expanded, and
a few editorial footnotes have been supplied. Professor Broad’s symbolism
and notation has been preserved throughout, although the style of some
of the bibliographical references is slightly modified. Omissions have al-
ways been indicated either by the customary dots or by a footnote.

It is our hope that this volume fulfills the hopes expressed by Professor
von Wright in our first quotation.

JAAKKO HINTIKKA
For the Editors
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PREFACE

This volume, as Professor Hintikka explains in the Editorial Preface,
contains by far the greater part of what I have published in the course of
my life in various scattered places on the closely interconnected topics of
Induction, Probability, and Causation. It excludes, for the good reasons
stated by him, two and only two of such writings, viz., The Philosophy of
Francis Bacon (Cambridge University Press, 1926) and the three articles
in Mind 1944 entitled ‘Hr. von Wright on the Logic of Induction’.

I am very greatly indebted to Professor Hintikka, and to any of his
colleagues who may have been concerned, for the inception of the idea
and for the time and care which they have devoted to carrying it to com-
pletion.

In expressing my feelings of gratitude I would add a special word of
thanks to Professor von Wright, a friend of long standing. His contri-
bution ‘Broad on Induction and Probability’, reprinted from The Philo-
sophy of C. D. Broad in Schilpp’s Library of Living Philosophers, is an
outstanding feature in the present book. One could not hope to have a
fuller or a fairer critical synopsis of one’s writings than this which von
Wright, who is an expert on their subject-matter, here provides. Any
reader of the present volume would do well to begin by reading von
Wright’s contribution, in order to get a good critical idea of the contents
of the rest of the book. He can then turn to those parts of the volume (if
any) which may seem to him worth his further detailed consideration.

In this connexion I would add that I am very pleased that the relevant
parts of my ‘Reply to my Critics’ in the Schilpp volume are here reproduced.
That volume appeared in 1959, and the ‘Reply’ in question was com-
pleted towards the end of 1956. I hope that it may throw light on some
matters which were obscure to von Wright, and also that it may help to
clear up certain other obscurities in my writings.

I notice that the earliest of my articles was originally printed in 1918,
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when I was in my 31st year. The latest, viz., the ‘Reply’ from the Schilpp
volume, was, as I have said above, written in 1956, when I was in my
69th year. Most of the others date from my early 30’s to my late 50’s. As
I write this Preface I am in the first quarter of my 81st year.

After this it needs scarcely to be emphasized that the style and the
content of these writings will strike present-day readers, if any, as ex-
tremely old-fashioned. There is not a word in them of ‘talk about “talk’’!
Fashions in philosophy change very quickly, and there have been quite a
number of them during the period of some 40 years covered by the con-
tents of the book. I can only hope that some of the essays go far enough
back to have begun, like Victorian furniture, to acquire something of the
patina of ‘period pieces’.

C.D. BROAD
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THE RELATION BETWEEN INDUCTION
AND PROBABILITY

PARTI

In the present paper I propose to try to prove three points, which, if they
can be established, are of great importance to the logic of inductive
inference. They are (1) that unless inductive conclusions be expressed in
terms of probability all inductive inference involves a formal fallacy;
(2) that the degree of belief which we actually attach to the conclusions
of well-established inductions cannot be justified by any known principle
of probability, unless some further premise about the physical world be
assumed; and (3) that it is extremely difficult to state this premise so that
it shall be at once plausible and non-tautologous. I believe that the first
two points can be rigorously established without entering in detail into
the difficult problem of what it is that probability-fractions actually
measure. The third point is more doubtful, and I do not profess to have
reached at present any satisfactory view about it.

1

All inductions, however advanced and complicated they may be, ulti-
mately rest on induction by simple enumeration or on the use of the
hypothetical method. We shall see at a later stage the precise connexion
between these two methods. In the meanwhile it is sufficient for us to
notice that, whilst the inductions of all advanced sciences make great use
of deduction, they can never be reduced without residue to that process.
In working out the consequences of a scientific hypothesis many natural
laws are assumed as already established and much purely deductive
reasoning is used. But the evidence for the assumed laws will itself be
ultimately inductive, and the use which is made of our deduced con-
clusions to establish the hypotheses by their agreement with observable
facts involves an inductive argument.
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Now both induction by simple enumeration and the hypothetical
method involve, on the face of them, formal fallacies. The type of
argument in the first kind of induction is: All observed S’s have been P,
therefore all S’s whatever will be P. Now the observed S’s are not known
to be all the S’s (indeed they are generally believed not to be all the S’s).
Hence we are arguing from a premise about some S’s to a conclusion
about all S’s, and are clearly committing an illicit process of S.

Most inductive logicians of course recognise this fact, but most of them
seem to suppose that the fallacy can be avoided by the introduction of
an additional premise which they call the Uniformity of Nature or the
Law of Causation. They admit that there is a difficulty in stating this
principle satisfactorily and in deciding on the nature of the evidence for
it, but they seem to feel no doubt that if it could be satisfactorily stated
and established the apparent formal fallacy in induction by simple enu-
meration would vanish. It is easy, however, to show that this is a complete
mistake. Whatever the supposed principle may be, and however it may
be established, it cannot be stronger than an universal proposition. But
if an universal proposition be added to our premise, All observed S’s are
P, the latter premise still remains particular as regards S. And from a
universal and a particular premise no universal conclusion can be drawn.

It follows then that no additional premise, whether about logic or about
nature, can save induction by simple enumeration from a formal fallacy,
so long as the conclusion is in the form all S’s are P. If the validity of the
process is to be saved at all it can only be saved by modifying the con-
clusion. It remains of course perfectly possible that some additional
premise about nature is necessary to justify induction; but it is certain
that no such premise is sufficient to justify it.

The hypothetical method equally involves, on the face of it, a formal
fallacy. The general form of the argument here is: If 4 be true then
¢y €3 ... C, must be true. But ¢, ¢, ... ¢, are all found by observation to
be true, hence £ is true. This argument of course commits the formal
fallacy of asserting the consequent in a hypothetical syllogism. The only
additional premise which could validate such an argument would be the
proposition: k is the only possible hypothesis which implies ¢;, ¢, ... ¢,.
But this proposition is never known to be true and is generally known
to be false.

The conclusions of inductive argument must therefore be modified, and

2



THE RELATION BETWEEN INDUCTION AND PROBABILITY

the most reasonable modification to make is to state them in terms of
probability. The advantages of such a course are (a) that this accords with
what we actually believe when we reflect. We always admit that the oppo-
site of an inductive conclusion remains possible; even when we say that
such conclusions are certain we only mean that they are so probable that
for all practical purposes we can act as if they were certain. That this
differs from genuine certainty may be seen if we reflect on the difference
in our attitude towards the true propositions, All grass is green, and
2x2=4, In ordinary language both would be called ‘certain’, but our
attitudes towards the two are quite different. No one would care to assert
that there might not be in some part of space or time something answering
to our definition of grass but having a blue instead of a green colour.

(b) With the suggested modification of our conclusion the logical diffi-
culty vanishes. Suppose the conclusion becomes: It is highly probable on
the observed data that all S’s are P. There is then no illicit process. We
argue from a certain proposition about some S’s to the probability of a
proposition about all S’s. This is perfectly legitimate. The subject of our
conclusion is no longer All S’s, but is the proposition All S’s are P. The
predicate is no longer P, but is the complex predicate ‘highly probable
with respect to the observed data’.

(¢) If inductions with their unmodified conclusions were valid forms of
inference we should be faced by a strange paradox which furnishes an
additional proof that inductive conclusions must be modified. It is often
certain that all the observed S’s are P. Now what follows from a certain
premise by a valid process of reasoning can be asserted by itself as true.
Yet we know quite well that, if the conclusion of an inductive argument
be All S’s are P, the very next observation that we make may prove this
conclusion to be false. Hence we have the paradox that, if induction be
valid and the conclusion be All S is P, a certain premise and a valid
argument may lead to a false conclusion. This paradox is removed if we
modify our conclusion to the form: It is highly probable on the observed
data that all S is P. Probability and truth-value are both attributes of
propositions. (I omit here further subtleties as to whether they do not
more properly belong to propositional forms, or, as Russell calls them,
functions.) But they are very different attributes. (i) A proposition is true
or false in itself and without regard to its relations to other propositions;
a proposition has probability only with respect to others, and it has
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different probabilities with respect to different sets of data. (ii) A propo-
sition which is very probable with respect to certain data may be in fact
false, and conversely. This is precisely what we mean by ‘a strange coinci-
dence’. It follows from these facts that if I have observed # S’s and they
were all P it may be highly probable relative to these data that all S’s are
P, and yet it may be false that all S is P. If I observe an n+1th S and it
proves not to be P, I know that it is false that all S is P; but this does
not alter the truth of the proposition that, relative to my first #» obser-
vations, it is highly probable that all S is P. For the probability of a
proposition may be high with respect to one set of data and may be zero
with respect to another set which includes the former. Our original
inductive conclusion does not cease to be frue, it only ceases to be
practically important.

For all these reasons I hold that we have established the point that
inductive conclusions must be modified if induction is to be saved and
that no additional premises will suffice to save it. And I think it almost
certain that the direction in which the modification must be made is the
one which I have indicated above. Leibniz said in a famous passage that
Spinoza would be right if it were not for the monads; we may say that
Hume would be right if it were not for the laws of probability. And just
as it is doubtful whether Leibniz was right even with the monads, so there
remains a grave doubt whether induction can be logically justified even
with the laws of probability.

2

If we accept the view that inductive conclusions are in terms of probability,
it is clear that a necessary premise or principle of all inductive argument
will be some proposition or propositions concerning probability. Since
probability, like truth, implication, etc., is an attribute of propositions,
the laws of probability are laws of logic, not of nature, just like the
principle of the syllogism or the law of contradiction. That is, they are
principles which hold in all possible worlds, and do not depend on the
special structure of the world that actually exists. It remains possible
however that they are only capable of fruitful application to real problems
if the actual world fulfils certain conditions which need not be fulfilled
in all possible worlds. E.g. 2x2=4 holds in all possible worlds, but it
would be very difficult to make any practical use of this proposition in
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physics if all objects in the actual world were like drops of water and ran
together into a single drop when mixed.

To see what the principles of probability required by induction are, and
to consider whether they suffice to justify the actual strength of our beliefs
in universal propositions about matters of fact, I propose to consider
induction by simple enumeration and the hypothetical method in turn.

A. Induction by simple enumeration

The way in which I propose to treat this problem is as follows. I shall
first consider the logical principles employed and the factual assumptions
made when we draw counters out of a bag, and, finding that all which
we have drawn are white, argue to the probability of the proposition that
all in the bag are white. I shall then discuss as carefully as I can the
analogies and differences between this artificial case and the attempt to
establish laws of nature by induction by simple enumeration. We shall
then be able to see whether an alleged law of nature can logically acquire
a high degree of probability by this method, and, if not, what additional
assumptions are needed.

We will divide the factors of the problem into three parts, (a) Facts
given, (b) Principles of probability accepted as self-evident, (c) Factual
assumptions made.

(a) The facts given are:

(i) That the bag contains » counters indistinguishable to touch.

(ii) That we have no information at the outset of the experiment what
proportion of the counters are white; there may be 0, 1, 2,... n whites.
(We know of course on a priori grounds that any one proportion, so long
as it subsists, excludes any other, and that, at any given moment, one of
these n+ 1 possible proportions must subsist.)

(iii) That at the end of the experiment m counters have been drawn out
in succession, none being replaced, and that these have all been found to
be white.

(b) The principles of probability accepted as a priori truths are:

(i) If p and g be two mutually exclusive propositions and x|# means
‘the probability of x given #’, then

pVv qlh = plh +qlh.
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(ii) If p and ¢ be any two propositions, then
p-qlh = plh x qlp.h = glh x plq.h.

(iii) If we know that several mutually exclusive alternatives are possible
and do not know of any reason why one rather than another should be
actual, the probability of any one alternative, relative to this precise state
of knowledge and ignorance, is equal to that of any other of them, relative
to the same data.

(iv) The present proposition is to be regarded rather as a convention
for measuring probability than as a substantial proposition. It is: If p and
g be coexhaustive and coexclusive propositions, then

plh+qlh=1.

(c) The assumptions which we make about matters of fact are:

(i) That in drawing out a counter our hand is as likely to come in
contact with any one as with any other of all those present in the bag at
the moment.

(i) That no process going on in nature during the experiment alters
the total number or the proportion of the white counters, and that the
constitution of the contents only changes during the experiment by the
successive removal of counters by the experimenter.

It is clear that the propositions (c) are assumptions about the course of
nature and have no a priori guarantee. This is perfectly obvious about c (ii),
and it is evident that a factual assumption is an essential part of c (i) even
if the a priori factor b (iii) should also somewhere be involved in it.

On these assumptions it can be proved that the probability that the

next to be drawn will be white is '%, and that the probability that all
m

the n are white is m+1_ I do not propose to go into the details of the

n+
argument, which involves the summation of two series. What I wish to
point out is that all the nine propositions mentioned above are used in
the proof and that no others are needed except the ordinary laws of logic
and algebra. It is easy to see in a general way how the assumptions (c)
enter, Suppose there were a kind of pocket in the bag and that non-whites
happened to be accumulated there. Then ¢ (i) would be false, and it is
clear that a large number of whites might be drawn at first and give a

6
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misleadingly high expectation of all being white even though there were
quite a large proportion of non-whites in the bag. Suppose again that
c (ii) were false and that the proportion of whites might change between
one draw and the next. Putting the course of the argument very roughly
indeed we may say that at the beginning we start with n+ 1 equally likely
hypotheses as to the constitution of the bag’s contents. As we go on
drawing whites and no non-whites we learn more of this constitution,
certain of these hypotheses are ruled out altogether, the others have their
probabilities strengthened in various degrees. But this is only true if we
really do learn more about the constitution of the contents by our suc-
cessive drawings; if, between these, the constitution changes from any
cause, we have learnt nothing and the argument breaks down.

We can now consider how far the attempt to establish laws of nature
by simple enumeration is parallel to the artificial example just dealt with.
For clearness it is best to distinguish here between laws about the qualities
of classes of substances [such as the law that All crows are black] and
laws about the connexion of events [such as All rises of temperature are
followed by expansion]. I do not suggest that this distinction is of great
philosophic importance or is ultimately tenable, but it will help us for
the present.

There is obviously a very close analogy between investigating the colours
of crows and the colours of the counters in a bag. To the counters in the
bag correspond all the crows in the universe, past, present, and future.
To the pulling out and observing the colour of a counter corresponds the
noticing of a certain number of crows. At this point however, the analogy
fails in several ways, and all these failures tend to reduce the probability
of the suggested law. (i) The same crow might be observed several times

might

. . . m+l1
over and counted as a different one. Thus m in the fraction :1
n

be counted to be larger than it really is and the probability thus over-
estimated. (ii) We have no guarantee whatever that crows may not change
their colours in the course of their lives. (This possibility was of course
also present in the artificial case of counters, and our only ground for
rejecting it is in previous inductions.) (iii) It is quite certain that we are
not equally likely to meet with any crow. Even if we grant that any past
crow is equally likely to have been met with and its colour reported to us,
we know that the assumption of equiprobability is false as to future crows.

7
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For we clearly cannot have observed any of the crows that begin to exist
after the moment when we make the last observation which we take into
account when we make our induction. And the assumption of equi-
probability is most precarious even as regards past and present crows.
Neither by direct observation nor by the reports of others can I know
about crows in any but a restricted region of space. Thus the blackness
of the observed crows may not be an attribute of all crows but may be
true only of crows in a certain area. Qutside this it may fail, as whiteness
has been found to fail in the case of Australian swans. Our situation then
is like that which would arise with the bag of counters if (a) there were
a rigid partition in it past which we could not get our hands (distinction
of past and future cases), and (b) if the bag were much bigger than the
extreme stretch of our arm and we could only enter it through one
comparatively small opening (restricted area of observation in space). We
may sum up this objection by saying that the argument which leads to the
’::11 assumes that a ‘fair selection’ has been observed, and
that in the case of the crows we know that a ‘fair selection’ cannot have
been observed owing to the fact that I cannot now observe future instances,
and that I cannot directly observe even contemporary instances in all
parts of space.
It is easy to prove that when we know that a ‘fair selection’ has not
been observed the probability of a general law must fall below and can

probability

. m+1 C g . .
never rise above the value | which it reaches if the observed selection
n

be a fair one. Let us suppose that all the S’s that might actually have been
observed were SQ’s; that, within this class, the selection observed was a
fair one, though not fair for the S’s as a whole; and that the number of
SQ’s is v. Then, since the number of SQ’s examined was m and all were

m+

found to be P, the probability that all SQ’s are P is 11 . The number of

v+
SQ’s is n~v; but, by hypothesis, none of these came under examination.
Hence we have no information whatever about them, and the probability
that any proportion from O to the whole #n—v inclusive is P is the same,

viz., wh Now the probability that All S’s are P=the probability of
n—v

the compound proposition: All SQ’s are P and All SQ’s are P. This cannot
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1 1 ) . .. .
m+ . It is evident that this is less than m+1; for its

v+l n—v+1 n+1
numerator is the same, whilst its denominator is n+ 1 +v(n—v), which is
greater than n+1, since v is a positive integer less than n.

(iv) Lastly there is the following fatal difference even if all other diffi-
culties could be overcome. In investigating the counters in the bag we
know the total number n. It is finite, and we can make the number m
of counters observed approximate fairly closely to it. We do not of course
know the total number of crows that have been, are, and will be; but we
can be perfectly sure that it must be enormous compared with the number
investigated. Hence m is very small compared with » in the investigation

of any natural law. Hence m+1
n+1

exceed

, the probability of the law, as determined

by induction by simple enumeration, is vanishingly small even under the
impossibly favourable conditions of a ‘fair selection’. In real life it will
be indefinitely smaller than this indefinitely smalt fraction.

It must be noted, however, that from the same premises from which we

deduced the expression m+1
n+1

m:; for the probability that the next S to be

examined will be P. A more general formula which can also be proved
from the same premises is that the probability that the next p to be
examined will be P is _m—+1— . These latter expressions, it will be noted,
m+pu+1
are independent of n. Hence, if we could get over the difficulties about a
“fair selection’ and about possible changes in time and possible repeated
examinations of the same S, induction by simple enumeration would play
a modest but useful réle even in the investigation of nature. If m were
pretty large both in itself and as compared with p we could predict for
the next case and for the next few with tolerable certainty. But this
assumes that the ‘next case’ is one which had as much likelihood as any
other of falling under our observations, though it did not actually do so.
In the case of persistent entities like counters and crows this condition
may perfectly well be fulfilled, for the ‘next’ simply means the ‘next which
I happen to observe’. In the case of the counters the one which I shall
pull out next was in the bag all through the experiment and was as likely

for the probability that all S’s are P we also

deduced the expression

9
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to be taken out as those which actually were taken out. In that of the
crows the crow that I shall next observe may have existed when I observed
the previous ones, and may have been as likely to fall under my obser-
vation as any of those which actually did so. But, as we shall see in a
moment, there are special difficulties about events which will not allow
us to apply this reasoning to them.

We will now consider the connection of events. Much of what has been
said about the investigation of the properties of substances remains true
here, but there are the following differences to be noted. Suppose our
events are rises in temperature. The class about which we wish to learn
is all events of this kind past, present, and future. Now events, unlike
substances, cannot change; each is tied to its own position in time and
is determined by it. There is no possibility that the same rise in tempera-
ture should be at one moment followed by an expansion and at another
not, as there is a possibility that the same crow may sometimes be black
and sometimes white. Rises of temperature at different times are different
rises of temperature; it is of course perfectly possible that one may be and
another may not be followed by an expansion, but the same one cannot
occur at two different moments and therefore cannot have different se-
quents at different times. Hence one difficulty inherent in investigating
substances and their properties is ruled out in investigating events and
their connexion.

For similar reasons there is no possibility of observing the same event
twice, as there is of investigating the same crow twice. In observing events
the position is quite parallel to pulling out counters and not putting them
back. What is secured artificially in the counter experiment is secured in
investigating events by the fact that each event is tied to its moment and
ceases to belong to the class of observable events when that moment
is past.

So far the inductive observation of events is in a stronger position than
that of substances. But here its advantages cease. There is clearly the same
impossibility of observing any finite proportion of the whole class, and
hence of ascribing any appreciable probability to a general law about its
members. There is the same difficulty about observing a ‘fair selection’ in
space. And there is a still more hopeless difficulty about predicting the
future even for the next event of the class. For it is perfectly certain that
I could not up to now have observed any event which belongs to a moment
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later than my last observation. Hence the condition of equiprobability
breaks down and my observations add nothing to the probability that
the next event to be observed will agree with those which I have already
observed. With substances, as we saw, it was possible that the next one
to be observed had an equal chance of having been obs<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>